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Five Basic tests

Five Basic Test? L

Let s = sg,51,52,...,5p—1 be a binary sequence of length n. This subsection presents
five statistical tests that are commonly used for determining whether the binary sequence
s possesses some specific characteristics that a truly random sequence would be likely to
exhibit. It is emphasized again that the outcome of each test is not definite, but rather prob-
abilistic. If a sequence passes all five tests, there is no guarantee that it was indeed produced
by a random bit generator (cf. Example 5.4).

— £2t%| H|E ‘8d71(random number generator) 2| 42 & ZAI5H7| #let HIAES £,
— MYE B2 8 £Y(Sample out sequence)oll E 71| HIAES 2 &3]0 0|F0{ZIC},
— 42| AIY HAEE= F2t%] £20| 7kAof 3t 58S Lot AEI=AE

g
ZHH0|7| K0} $E2 LIEHACE,
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Five Basic tests "

B Five Basic Test

The purpose of this test is to determine whether the number of 0’s and 1’s in s are approxi-
mately the same, as would be expected for a random sequence. Let ng, n; denote the num-
ber of 0’s and 1’s in s, respectively. The statistic used is

X, = (no —m1)* (5.1)
T

which approximately follows a y? distribution with 1 degree of freedom if n > 10. 7
— 02} 12] 47} ZTh= 7180l 274t HIAE,

— 02} 12| 74

4> 4>

£ 2t} of2tx 51, n)=109 AL

2
X1 = {0 = m1)” 2 235 (degree of freedom)7} 19 2XE U}2Ct,

Tt
— O W sy + 1y = -2 TEFICE

rok




Five Basic tests

B Serial test

The purpose of this test is to determine whether the number of occurrences of 00, 01, 10,
and 11 as subsequences of s are approximately the same, as would be expected for a random
sequence. Let ng, 11 denote the number of 0’s and 1’s 1n s, respectively, and let ngg. 1201-
10, 211 denote the mumber of occurrences of 00, 01, 10, 11 in s, respectively. Note that

oo + o1 + 1o + 11 = (n — 1) since the subsequences are allowed to overlap. The
statistic used is
4 2
Xy = — (nﬁu + ng; +nig + n:fl) - (”(21 + ”‘i) +1 (5-2)

which approximately follows a x? distribution with 2 degrees of freedom if n > 21.

— ALE 2H|E 00, 01, 10, 112] 72t ZTh= 71g0ll 2745t HIAE.

—_ "1

— 00,01, 10, 12| 7{+S ZAZ 0|2} 8FH, ny, ng, 020,22y A BL

= 4 : l 2 ¢ ¥
HFUSLXE X, = n—1 (ngo +migy +nio +niy) — n (ng +mnf) +1

2 Ho| £|3, 0] Xk 24RE 291 710] H|F LEE Up=C},
Chi Squared Distribution PDF

DI-_E_%EI-. ) 05 s

(OI [[H ﬂm+ﬂu1+ﬂm+ﬂn=ﬂ_1, ﬂu+ﬂ1=ﬂ% —_

— v=5

— v=10

Random Variable




Five Basic tests
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B Poker test t\

Letm bea positive integer such that | = | > 5-(2™), and let k = | 2 |. Divide the sequence
s into k non-overlapping parts each of length m, and let n; be the number of occurrences of
the i*? type of sequence of length m, 1 < i < 2™. The poker test determines whether the
sequences of length m each appear approximately the same number of times in s, as would
be expected for a random sequence. The statistic used is

Eﬂl

= %(Zn)—k (5.3)

i=1

100 111 TEs
m bit
—oko| M4 mo| L] >5(2™) g or=stH, oko| M4 k= |5l of Cfsf £ sE 2 mu|EI

k

i—1

T 2™
— 0] tj Xq = 2™ (Zn,? —k £ AT 2™ -1 9 Fl0|AE 2XE UEC},



Five Basic tests
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B Poker test

— 2
o plo-D)
_ F
O : Observed Frequency(4!#]| BIE)

E : Expecetd Frequency(Z|CH Hlx) (5 H7t S8, 5 A28 2ls 29) Chi-square Distribution

0.10000
(x292335:5)
#152 245 &io Moy Al oI Foo| pRtTe} 7|ojki:
X% 2
HIT HHOIUKS} EV) FH2H[erl oA A N\
3z 34 62 28 124 |
7cH 595 4 235 124 '
B ) o B \ P | \ 0.03685
¥ _E(CJEE] (34 r{;?,d} N (624]41] N (28 2?23,4}
3 b Y whard f 9,236 ~ o
C(—258)? . (21)F | (45)? : L :
505 41 235 2.46

_ 650.25 + 441 | 20.25
59.5 41 23.5

Aieket FtojAlE 250l S A2} pik (ex.p=0.05)
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Ct.
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B Poker test }

Example (basic statistical tests) Consider the (non-random) sequence s of length n =
160 obtained by replicating the following sequence four times:

(poker test) Here tn = 3 and k = 53. The blocks 000, 001, 010, 011, 100, 101, 110,
111 appear 5, 10, 6, 4, 12, 3, 6, and 7 times, respectively, and the value of the statistic

Xq15 9.6415.
— 2tzbo| 3bit#t2] 000, 001, 0112] M| 7448 n1, n2, . 2F 0|SEY
—n1=5,n2=10, n3=6 -

Zto] Sy &2 7[tiEE p1, p2, p3--22 EY

- coa=a 518

|
i

— pl.p2, p3.. & ZtZte| £0| LIEIY 2tE-2 S2U5HOF 712 randomEt, (3H|EL| A= 1/8)

54

an -k

l% lI1I0I7~I)
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B Poker test
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Five Basic tests

E Runs test L

The purpose of the runs test is to determine whether the number of runs (of either zeros or
ones; see Definition 5.26) of various lengths in the sequence s is as expected for a random
sequence. The expected number of gaps (or blocks) of length 7 in a random sequence of
lengthnise; = (n—i+3) /272, Let k be equal to the largest integer i for which e; > 5. Let
B;, GG; be the number of blocks and gaps, respectively, of length i in s foreachi,1 < i < k.
The statistic used 1s

k ‘ v
Xy = S Bz s [(Gima) — e) (5.4)

E.
i=1 t i=1

which approximately follows a y? distribution with 2k — 2 degrees of freedom.
— 0 LE= 10| AL510] LIEHL= H =7t 20| 28 etA] =Hlet,
— nH|E2| £Ho|A 0 = 10] i7] HE3H0] LIEM BHE2 e = (n—i+3)/27° o|C},

— Block(10] H5E 2) Gap(00] A& A) 2| 7H+F 42 B, GietetLt.

¥ k v .
_ i (Bi —e:)? 2 blocke| 7}o|Al= 2t 3 (Gi—e)” 2 Gape| 7to|H= 2L,
iml €i =1 “
— Block®| 70| H|22t 2} gapll 710|AMI2 2t 8H5t0] run testE ZAZ$5iCT,



Five Basic tests

E Runs test

example

L

(runs test) Here e; = 20.25, eo = 10.0625, e3 = 5, and k = 3. There are 25, 4, 5
blocks of lengths 1, 2, 3, respectively, and 8, 20, 12 gaps of lengths 1, 2, 3, respec-
tively. The value of the statistic X4 is 31.7913.

Density

0. 005 001 0005
2N R 5.02 6.63 788
461 599 7.38 9.2 10.60
6.2 7.81 9.35 11.34 1284
778 1,14 1328 1486
R -

T HL(AN HHE SO X9}
random® HEYO| 2X)= HUAM
Ol ALL
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B Autocorrelation test i

The purpose of this test is to check for correlations between the sequence s and (non-cyclic)
shifted versions of it. Let d be a fixed integer, 1 < d < |n/2]|. The number of bits in s not

equal to their d-shifts is A(d) = Z::ud ~! 5;®s;.q, where @ denotes the XOR operator.
The statistic used is

X5 = 2 (A(d) -

which approximately follows an N (0, 1) distribution if n — d > 10. Since small values of
A(d) are as unexpected as large values of A(d), a two-sided test should be used.

d’) JVn—d (5.5)

— Y¥st 2HA 2ol2] & HIES 2to| 2A|(Siet d2HF shiftEl ) B~

u°l'

—  n/2 O|oke] ko] M4 doj| CHEH A(d) = Sy si®@sisa. 5 S Sisa O] XOR 22

d) /vn—d & ZAEEN(, 1) w2,
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Maurer’s universal statistical test '

— The basic idea behind Maurer’s universal statistical test is that it should not be possible to
significantly compress (without loss of information) the output sequence of a random bit
generator. Thus, if a sample output sequence s of a bit generator can be significantly
compressed, the generator should be rejected as being defective. Instead of actually
compressing the sequence s, the universal statistical test computes a quantity that is related to
the length of the compressed sequence.

— 7|2 oto|Cjo|= F0{Z H|E o] £2{¢|2tH O +HE YFIUS W 2 Y550 HF A= %E2

Z0|aHs AtAlo|ct, &

= e
A= F0{2 £ES YFol= i Y-S0l BHE LUS AMGIEE O HYS = B w2}
Ag{L} 0 2 HE £ES LR 37| WZ0| HIEYEI|7t BEEE,ES W/ds=0 H|u U2

AlZHo| 2L8ict,
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Maurer’s universal statistical test

Algorithm Computing the statistic X,, for Maurer’s universal statistical test

INPUT: a binary sequence s = sp, S1,... ,Sn—1 of length n, and parameters L, ), K.

OUTPUT: the value of the statistic X, for the sequence s.

sums<—I().

For i from @ + 1 to  + K do the following:
4.1 sum<—sum + lg(z — T'[bi]).
4.2 T[b;]+—t.

5. Xy¢—sum/K.

6. Return(X,,).

BB N

Zero the table T'. For j from 0 to 2~ — 1 do the following: T'[j]<0.
Initialize the table T'. For ¢ from 1 to Q do the following: T'[b;]+—i.

-A;=i-Th) .Q+1<i1<Q+ K=za=n3sH
o|o|
- | QK
Xu = 2 D 124 oy o ool mz ust 2
i=0Q+1

>

i= bigtol
S EK=)
Jz =2 7z|'

)

3

=5 0|Mof| LiEtiHE=AS
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RSA pseudorandom bit generator

Algorithm RSA pseudorandom bit generator

SUMMARY: a pseudorandom bit sequence z1, z2, ... , z1 of length [ is generated.

1. Setup. Generate two secret RSA-like primes p and g (cf. Note 8.8), and compute n =
pgand ¢ = (p — 1)(q — 1). Select a random integer ¢, 1 < e < ¢, such that
ged(e, ¢) = 1.

2. Select a random integer x¢ (the seed) in the interval [1, n — 1].

3. Fori from | to [ do the following:

3.1 z;+x{_ | modn.
3.2 z;+ the least significant bit of x;.

4. The output sequence is z1, 22, ... , 2.
1. P9} gt & 248 M4 1jo10110[0]
2. n=pq Al£k, o402k (p-1)(q-1) A4t
3. 0] Zx2t A= 429 randomet Y4 eS HE.
I} n- o| olojo] AA 72 A EHSH Most Least
4. 12t n-1 Ato|2] g2l < x0(seed?f)= el significant bit: significant bit:
5. Xi= Xi-imod n First bit Last bit
6. iRl zZ}2 x2] least significant bitE All

e
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B Micali-Schnorr pseudorandom bit generator

e

" Algorithm Micali-Schnorr pseudorandom bit generator

SUMMARY: a pseudorandom bit sequence is generated.

1. Setup. Generate two secret RSA-like primes p and g (cf. Note 8.8), and compute n =
pgand ¢ = (p—1)(g—1). Let N = |lgn |+ 1 (the bitlength of n). Select an integer
e, 1 < e < ¢, such that gcd(e,¢) = 1and 80e < N. Letk = |[N(1 — 2)] and
r=N-—k.
2. Select a random sequence xq (the seed) of bitlength r.
3. Generate a pseudorandom sequence of length k- 1. For i from 1 to [ do the following:
3.1 yi+=f_; mod n.
3.2 x;« the r most significant bits of y;.
3.3 z;+ the k least significant bits of y;.

4. The output sequence is zy || z2 || - - - || z1. where || denotes concatenation.

1. p2 q2l= & A4E MM

2. n=pa A4+, THOIZk=(p-1)(a-1) A4 1Jo10110[0]

3. N =[logn]+1 (n2| H|E Z0]) f
4. 35 es U4, gcd() = 1 T10] 222k M= 29 random' L

4, 1J-|' n-1 AI'OIQ-I ?:IQ-IOI paRe XO(SEGd’I')% .j ﬂ“ﬂ- significant bit: significant bit:
5. XUR yE MY yU2 2 xet 28 M. — —
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SUMMARY: a pseudorandom bit sequence z1, 23, . . . , z; of length [ is generated.
1. Setup. Generate two large secret random (and distinct) primes p and g (cf. Note 8.8),
each congruent to 3 modulo 4, and compute n = pq.

2. Select a random integer s (the seed) in the interval [1, n — 1] such that ged(s, n) = 1,
and compute xy<—s? mod n.

3. Fori from 1 to [ do the following:
3.1 zj«x7_, mod n.
3.2 z;+ the least significant bit of ;.

4. The output sequence is z1, 23, . .. , 2.

i
rx
J2
o
N
rlu
n>
-]
2
K=}
>
ro
1>

ol 7} o{®Ct.)

q
— 12} n-1 AtO]2] 2|2 = s(seed?f)S MEHE. s n2 A2 20{0f ST},

— xoZ B! & XiZ2te HIZ $ mod n22 2atHO = A 010110[0]
— MAME] 77F2 |east significant bit2 2 Al f
Most Least
significant bit: significant bit:
First bit Last bit

17 —



18




